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**Task 1**

The data we took for Task 1 is included in the table below. New processes are given about 640 KiB on their start. If the process needs more space it allocates it when the code calls it to, so the memory allocation of a process will change over time, the OS will allocate and deallocate space as it runs. We observed that child processes are given 128KiB of memory to themselves with nothing running in the background, but when another child process has allocated large amounts of memory, that number is reduced to the low 90s of KiB.

Note: We allocate memory by calling malloc() with a large argument in a long loop. We parsed the output of this command to get memory usage:

ps –o pid,rss,vsz,%mem –u [username]

This gives us the Resident Set Size (RSS), which is the amount of the process’s address space which is currently in memory. This is the value we are interested in. VSZ is the Virtual Set Size, which is the entire extent of the program’s logical address space, regardless of its paging status.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Process | Condition | RSS (KiB) | VSZ (KiB) | % MEM |
| Main, | No unnecessary allocation | 652 | 10220 | 0.0 |
| First child | No allocation | 128 | 10220 | 0.0 |
| Second child | HUGE malloc() loop | 2,029,420 | 698,859,460 | 52.2 |
| Main | After second child | 712 | 10232 | 0.0 |
| Third child | No allocation | 92 | 10232 | 0.0 |

**Task 2**

Data recorded for 3 simple forks:

|  |  |  |  |
| --- | --- | --- | --- |
| Process | Condition | RSS (KiB) | VSZ (KiB) |
| Main | Before children | 636 | 6424 |
| Main | After 1 child fork | 732 | 6432 |
| Main | After 2 child forks | 736 | 6436 |
| Main | After 3 child forks | 740 | 6440 |
| First child | No allocation | 288 | 6432 |
| Second child | No allocation | 292 | 6436 |
| Third child | No allocation | 296 | 6440 |

Execv with big\_function (big\_function uses the same malloc() strategy as task1 for allocating a lot of memory.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Process | Condition | RSS (KiB) | VSZ (KiB) | % MEM |
| Main | At start | 644 | 6428 | 0.0 |
| Child | At start | 288 | 6432 | 0.0 |
| Main | After child calls execv | 736 | 6432 | 0.0 |
| Child | After execv | 200720 | 97804436 | 5.1 |

Execv with empty\_function (empty\_function is a c-program which does nothing but wait for 10 seconds).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Process | Condition | RSS (KiB) | VSZ (KiB) | % MEM |
| Main | At start | 644 | 6428 | 0.0 |
| Child | At start | 288 | 6432 | 0.0 |
| Main | After child calls execv | 736 | 6432 | 0.0 |
| Child | After execv | 344 | 4164 | 0.0 |

Task 2 analysis:

Child processes are given about 288 KiB, for our function each subsequent child process was given what the previous child was given plus another 4 KiB. Initially, Linux allocates the normal 288 KiB to a child process that loads another process but will allocate that child more space when he calls execv and needs the extra space. In our example with an empty function the child was given an extra 56 KiB, however when the child ran an execv on a function that needed a large amount of space he was given a massive 200720 KiB.

**Task 3**

For task 3 and 4, we chose to check memory allocation every 100ms, to avoid wasting unnecessary CPU cycles on spinning through the loop. The program checks memory allocation by parsing the “/proc/meminfo” file. In order to calculate the percentage of used memory, the program subtracts the “MemFree” line from the “MemTotal” line and divides by MemTotal. This gives us the total amount of used memory, instead of having to parse out the individual types of used memory such as cached, active, inactive, swapped, etc. Task 3 notifies the console on any “rising edge” of the system memory usage going above a set fraction of the total.

**Task 4**

Task 4 is identical to task 3, aside from the fact that it does not notify the user, and kills processes instead. It also is not restricted to “rising edges” over the threshold, and will continue killing processes until the memory usage drops below the threshold. We created a subroutine which parses the output of the “ps” command and finds a process which meets these criteria:

1. Is not the current process (no suicide allowed)
2. Is using more than 5MB of ram (this prevents killing things like bash)

The ps command is restricted to the processes started by the current user, so no system processes will be killed. Every time a process is killed, the console is notified.

**Overall Analysis**

From this assignment we learned that even small functions can take quite a bit of space. we also learned that an execv call will not completely destroy the process that called it but rather replace it. We also learned from Task 1 that Linux allocates less memory to new processes when there is a large amount of memory in use. Other than that, the results we saw were pretty much what we expected. Simple C-programs are allocated 500-700KiB of memory, and their forked children are smaller. This is because only a part of the parent’s address space is copied to the child.